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Introduction

An observational study under Conditional-on-Observables assumption.
We focus on a linear regression model :

yi
outcome

=
effect

α Ti
treatment

+

p∑
j=1

xijβj

controls

+ εi
noise

, E [ε | Ti, xi] = 0 (1)

the number of possible controls is large, specific controls needed are unknown.

Xn×p - the dictionary of possible controls:

• can be richer as more features become available

• can contain transformation of “raw” controls in an effort to make models
more flexible

=⇒ which specific controls do we use?
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Regression with High-dimensional Controls

which specific controls do we use?

• If we use too few, or use the wrong ones, then OLS gives us a biased
estimate of α because of omitted variable bias.

• If we use too many, the estimate is far less precise. When p > n, using them
all is just impossible (OLS estimator is not identified).

=⇒ this forces us to consider variable selection to select controls that are
”most relevant”?

Outline
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Modern Variable Selection

1 The general model for variable selection in a high-dimensional setting:

yi = z
′
iθ + εi (2)

2 Frequentist penalized likelihood methods, e.g. The LASSO

Least Absolute Shrinkage and Selection Operator [Tibshirani, 1996]

θ̂L = argmin

n∑
i=1

(yi − z′iθ)
2

︸ ︷︷ ︸
SSE

s.t.

p∑
j=1

|θj |︸ ︷︷ ︸
penalty function (`1−norm)

< τ (3)

The effect of the penalization is that LASSO sets the θj for some variables to
zero, i.e. it does the variable selection for us.

Duong Trinh (MRes) INFERENCE ON TREATMENT EFFECTS September, 2021 5 / 30



Introduction Modern Variable Selection Variable Selection for Causal Inference Monte-Carlo Study Empirical Illustration Conclusion References

3 Frequentist penalized likelihood methods vs. Bayesian shrinkage methods

Shrink small coefficients towards zero and Leave substantially large coefficients large
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Variable Selection when the Goal is Causal Inference

Our model is:

Original Eq.: yi = αTi
interest

+ x′iβ

controls

+ εi, ∀i = 1, . . . , n (4)

• Naive approach: apply directly a variable-selection technique (e.g. Lasso)
directly to (4), and use the selected controls. −→ Badly biased!

• How to make it right?

(4) could be written as:

Treatment Eq.: Ti = x
′
iβt + νi, ∀i = 1. . . . , n (5)

Outcome Eq.: yi = x
′
iβy + ηi, ∀i = 1, . . . , n (6)

We should avoid Post-Single Selection.
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Frequentist Approach

Post-Double-Selection (PDS) Lasso [Belloni et al., 2014]:

• Step 1: Use Lasso to estimate Treatment equation (5),

Ti = βt1xi,1 + βt2xi,2 + . . .+ βtpxi,p + νi

Denote the set of Lasso-selected controls by S1.

• Step 2: Use Lasso to estimate Outcome equation (6),

yi = βy1xi,1 + βy2xi,2 + . . .+ βypxi,p + ηi

Denote the set of Lasso-selected controls by S2.

• Step 3: Estimate original model (4) by OLS using the union of selected
controls from steps 1 and 2, i.e. w′i = S1 ∪ S2:

yi = αTi
interest

+ w′iβ

controls

+ εi

Finally, we can make inference on the treatment effect α of interest.
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Bayesian Approach

We generalize High-dimensional Confounding Adjustment [Antonelli et al., 2019]

• Step 1: Use Lasso to estimate Treatment equation (5),

Ti = βt1xi,1 + βt2xi,2 + . . .+ βtpxi,p + νi

Denote the set of Lasso-selected controls by S1.

• Step 2: Apply a Bayesian method to the original model (4), yet reduce the
amount of shrinkage on coefficients of selected controls in step 1 (set S1).

yi = αTi
interest

+ x′iβ

controls

+ εi, ∀i = 1, n

↔ borrow information from the treatment model to guide the amount of
shrinkage in the original model.
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Bayesian Approach

• Step 2 (cont.):

For j = 1, p, a hierarchical model can be summarized as:

yi | T i,x
′
i, α,β, σ

2 ∼ Normal
(
αT i + x

′
iβ, σ

2
)
∀i = 1, n

α | σ2 ∼ Normal
(
0, σ2K

)
βj | γj , σ2, τ20j , τ

2
1j ∼ (1− γj) Normal

(
0, σ2τ20j

)︸ ︷︷ ︸
spike

+γj Normal
(
0, σ2τ21j

)︸ ︷︷ ︸
slab

τ20j , τ
2
1j ∼ π

(
τ20j , τ

2
1j

)
∀j = 1, . . . , p

σ2 | c, d ∼ Inv-Gamma (c, d)

γj | θ, ωj ∼ Bernoulli (θωj )

θ | a, b ∼ Beta (a, b)

where π
(
τ20j , τ

2
1j

)
depends on the specified prior.

We consider SSVS Normal, SSVS Lasso, SSVS Horseshoe, SSVS Student
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Monte-Carlo Study

1 Aim: Evaluating finite-sample performance of different variable selection
methods (Frequentist and Bayesian) for inference on the treatment effect
with high-dimensional controls:

yi = αTi
interest

+ x′iβ

controls

+ εi, ∀i = 1, n

2 Methods:
• Frequentist method: PDS Lasso;
• Bayesian methods:

SSVS Normal, SSVS Lasso, SSVS Horseshoe, SSVS Student.
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Monte-Carlo Study

3 Data-Generating Processes: (n, p) = (300, 400), α = 1 (true TE)

First Stage Ti = x
′
iβt + νi

Second Stage yi = αTi + x
′
iβ + εi

• Uncorrelated covariates: xij
iid∼ N (0, 1) for all j and i

• Homoskedastic errors: εi ∼ i.i.d. N (0, 1) and νi ∼ i.i.d. N (0, 1)
• 5 types of covariates: strong confounders, weak confounders, instrumental

variables, strong predictors, noise variables.
• Sparsity level: q = 4% (high sparsity) or q = 40% (low sparsity)
• Signal-to-noise ratios:(

R2
t , R

2
y

)
∈ {(20%, 20%), (20%, 80%), (80%, 20%), (80%, 80%)}

−→ 8 scenarios. We run Nsim = 48 simulations for each.

4 Performance Metrics: Mean-absolute-error (MAE), Root-mean-squared-error
(RMSE), Empirical coverage, Inclusion probability.
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Simulation Results
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Simulation Results
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Simulation Results
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Monte-Carlo Study (cont.)

5 Remarks:
• PDSLasso dominates Bayesian methods in high-sparsity designs thanks to its

stable performance. However, in low-sparsity designs, PDSLasso fails to select
confounders and performs the worst.

• SSVSStudent produces relatively large standard errors as a trade-off for the
highest coverage rates. SSVSStudent is good at selecting confounders, but
simultaneously includes the highest number of non-confounding factors.

SSVSNormal and SSVSLasso perform quite similar. Although they cannot
achieve the high coverage rates as SSVSStudent, their standard errors are
smallest. SSVSLasso and SSVSNormal perform well in excluding
non-confounding factors, but at the same time, they select less confounders
into slab.

SSVSHorseshoe often produces the highest bias and RMSE.
• Regarding implementation, Bayesian methods require MCMC samplings
−→ more computational intensive compared to PDSLasso.

• Low-sparsity or high SNR in the second stage degrades performance of all
methods.
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Empirical Illustration

We revist an observational study, under Conditional-on-Observables assumption:
Media and Political Persuasion: Evidence from Russia [Enikolopov et al., 2011]

1 Aim: the causal effect of the only independent national TV channel, NTV, on
the official voting results during the Russian 1999 election.

2 Hypothesis:
• There is a significant negative effect of NTV availability on vote for

pro-government Unity, which was criticized by NTV and praised by other
national TV channels.

• There is a significant positive effect of NTV availability on vote for all parties
supported by NTV (centrist opposition OVR and liberal opposition Yabloko
and SPS).

• The effect of NTV availability on vote for parties which get similar coverage by
NTV and state TVs (communist KPRF and nationalist LDPR) is ambiguous.

• Prediction about the effect of NTV on voter turnout is ambiguous.
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Empirical Illustration

3 Model Specification

votejs,1999

voting outcome

= β0 +
effect

α NTVs,1999

NTV availability

+

results 1995

β′1Xs,1995 +

socioeconomic

β′2Es,1998 +

regional

δr

controls

+ εjs
noise

(7)

• Sample size: n = 1568 (sub-regions)

• Original analysis: Small set = 91 controls; Large set = 99 controls.

• New analysis: We add all second-order polynomials of the continuous
covariates and all possible first-order interactions of non-region variables.
−→ New set = 325 potential controls to flexibly select among.

OLS fails, can new techniques help?
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Empirical Illustration (cont.)

4 Remarks:

• Only SSVSStudent suffers from the issue which hinders the use of OLS so that
nothing is estimated.

• PDSLasso tends to retain a more parsimonious final set of controls than the ad
hoc approach (24 to 63 controls).

• Credible interval length of SSVSLasso is always smaller than PDSLasso,
consistent with Antonelli et al. [2019].

• New methods complement the usual careful specification analysis by providing
an efficient, data-driven way for regression sensitivity analysis.
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Conclusion

We examined the application of Frequentist and Bayesian variable selection
methods to inference on treatment effects with high-dimensional controls:

1 The advantages of modern methods in comparison with traditional
counterparts in high-dimensional scenarios are undeniable.

2 These methods offer a coherent data-driven complement to ad hoc
robustness checks, thus, support causal analysis in linear regression models.

3 The Bayesian approach offers a huge choice of shrinkage priors, thus being
potential for new methods. However, a thoughtful implementation is required.
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Conclusion

Limitations and implications for future studies:

1 A special case of inference on treatment effects:
• Restrictions on the set of potential controls: Assumed to be “not bad”, e.g. it

at least does not contain pre-treatment variables. Distinguishing “good” from
“bad” controls remains ambiguous.
−→ pay more systematic attention to integrate the idea of Directed Acyclic
Graphs (DAGs).

• Rely on conditional-on-observable assumption: A simplest form in the
literature of causal inference.
−→ examine the merits of new methods in settings which allow for
unmeasured confounding factors, e.g. selecting among IVs, fixed effects, etc.

2 Machine labor cannot replace brain power. It is evident that the methods
introduced in this study are potential yet far from the cure-all. New methods
should be applied with inference in mind, to quantify our degree of
confidence, also importantly, our degree of uncertainty.
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